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Renormalization Group from 1970s until today

- Perturbative RG in field theory
4-  expansion  Wilson, Fisher 1972ϵ

- Numerical RG for quantum Hamiltonians
Kondo model  Wilson RMP 1975

Still a valuable tool

Flawed for lattice models => DMRG/MPS White 1993

- Real-space RG for stat-phys spin models
Niemeijer, van Leeuwen 1973, Wilson RMP 1975
Nothing fundamentally wrong, but challenging to implement

- …
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FIG. 1, Triangular lattice with cells shaded.

number (three) of sites such that the lattice of
cells is again triangular. Other cell divisions
are possible but this choice has the additional
advantage that the cells are as small as possible
(three sites) and that the cells fully occupy the
lattice. Each of the N sites i has a spin s; =+1
which interacts through a general Hamiltonian
H(s) (—P = —1/kBT included). H(s) is decomposed
into its various types of interactions, viz. , near-
est-neighbor (nn) pair interactions K„„s,s, , long-
er-ranged pair interactions, triple-spin interac-
tions &„s;s,. s~, etc. Formally we write, where
the sum over b runs over all subsets of sites,

H(s) =+K,s, , sy= gsq ~

ieb

s;.' = sgn( Q s; ).

Since a cell has an odd number of sites, s;.' is
unambiguously +1. For a given value of s; ' there
are a number (viz. , four) of internal configura-
tions o; ~ for the spins of cell i' Thus H. (s) can
also be written as H(s', o). Then define a renor-
malization transformation from a site-spin Ham-
iltonian H(s) to a cell-spin Hamiltonian H'(s') as

expH (s', o) =—expH'(s'). (3)

Here it should be noted that even if one starts out
with only simple interactions (e.g. , only nearest-

The strength parameters K, can be obtained from
H(s) as

K, = 2 " s,H(s),
S

where the sum over (s) runs over all possible
spin configurations. H(s) is taken to have short-
range interactions and to be invariant under the
symmetries of the lattice. So the sum in (1) in-
cludes no sets with sites far apart, and the K~ of
sets b of the same type P (e.g. , nea. rest-neighbor
pairs) have the same value KB.
We associate with a cell i' a spin s; ' defined

as the signature of the sum over all spins in cell

neighbor interactions) on the site lattice, (3) gen-
erates in principle all types of interactions on
the cell lattice. The main point of this Letter is
to show, by studying various approximations,
that (3) exhibits a fixed point with properties to
be expected for 2D spin systems. We view (3) as
a map of the original interaction constants K to
renormal'red K ' [belonging to H'(s')]:
K„=K.'(K).

A fixed point is a set of values K * such that
K '(K") =K *. The critical properties (exponents)
can be expressed in terms of the eigenvalues and
eigenvectors of the matrix

T 8=(sK '&sKa4=E'
From the known results for the 2D triangular Is-
ing system, one expects two eigenvalues X2 and
A.„to be

A, =I =F3=1.73205,
l~ssa 3~5l~6 2 800 92

(l being the cell spacing measured in units of the
site spacing), and all others &1 in absolute value.
A fixed point is located in the surface of criti-

cal systems. The tangent plane in this fixed point
is (for vanishing odd interactions) determined by
the (left) eigenvector cp belonging to Xr. Since
the fixed point has no special physical signifi-
cance, the critical surface will not be anomalous
there. We found, in fact, very little curvature
around the fixed point. So the tangent plane gives
a good measure for the variation of the critical
temperature T,(J') with the (even) interaction con-
stants Z =(k~T)K One may .write the equation
for the tangent plane in the form

where T, is the Ising critical temperature (with
only nearest-neighbor interactions present). We
used the intercept of the Ising axis (K„=0 except
o. =nn) with this tangent plane as an estimate for
the Ising critical parameter K, (Table I, third
column).
In order to study (3) we must approximate the

sum over the internal configurations o. Most
naively one separates H(s) into a piece H con-
taining the intracell interactions and a perturba-
tion V containing the intercell interactions. The
results of first-order perturbation theory for A. ~,
A.z, and K, are listed in the first line of Table I.
A more promising approximation uses the fact

that the transformation (3) can be studied in any

1412

Conjecture: For any fixed {s’}, the system of {s} spins has finite correlation length
(e.g. Kennedy 1992)

=>  H’[{s’}] exists and is short-range (with exponential tails)

Z is preserved

even @ T=Tc

But to compute it one must perform an infinite sum over {s} :(
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Domb et al, vol.6

11 couplings

Results for the 2D Ising critical exponents, triangular lattice
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spin couplings. The couplings considered were all possible
couplings that fit into a 3 & 3 square, plus a subset of
couplings that fit into the set of 11 lattice sites shown
in Fig. 7. (A typical coupling constant is the coe%cient
of the product $i$5$6$io using the numbering of Fig. 7.)

The perturbation approach described earlier in this
lecture was not used in the computer calculation. Instead,
the infinite lattice was approximated by a finite square
lattice of size roughly 15 && 15 in units of the lattice
spacing. The square boundaries were at 45 to the lattice
axes (Fig. 8). Over most of this square, the new spin
variables t were held fixed at +1.Within a smaller area
in the center of the square (marked 8 in Fig. 8) contain-
ing 11 new spins (in the same geometry as Fig. 7) both
values ~1 were considered for the new spins.

The sum over all configurations of the old spins was
carried out sequentially, starting with the spin numbered 1
in Fig. 8, and continuing along the row of spins num-
bered 2, 3, etc. Then the spins in the second rom (12, 13,
etc.) were summed over. This sequential pattern was used
to sum over all the spins outside the inner area B. This
calculation was not performed exactly. Consider a typical
stage in this calculation, namely the sum over spin num-
ber 15. Spins 1 through 14 have already been summed
over, leaving a function of the remaining 203 spins. This

function was written in exponential form, e.g. ,
exp{BC ffI $15 . $217$}.

The interaction 3C,ft was written in polynomial form, and
then only the coupling of s» to nearby spins was included
in, the calculation. The "nearby spins" are those shown
in Fig. 9. The sum over s» was then performed for all
configurations of the 25 nearby spins of Fig. 9; the re-
maining 178 spins were fixed at +1. (In practice it was
possible to reduce the nearby spins to the subset C of 13
spins shown in Fig. 9. This was possible with the under-
standing that induced couplings over too long a distance
were neglected, e.g., a coupling s22s26 was neglected. This
is not a new approximation, since such a coupling would
have been dropped anyways when the sum over s22 was
performed. Further details of simplifications like this will
not be reported here. )

Once all spins outside the area B in Fig. 8 were summed
over, the second step was a sum over all the spins inside
the area B. This sum was performed exactly for all con-
figurations of the new spins t j to t~j.

The result of this calculation was exp{BC,Pt7} evaluated
for all configurations in the t s inside the area B, with
all t's outside 8 set equal to +1. In principle this would
provide more than sufhcient information to determine the

FIG. 8. Subset of lattice used in com-
puter calculations. In region outside B,
all new spins t~ were set equal to
inside B both values ~1 were used.

Rev. Mod. Phys. , Vol. 47, No. 4, October 1975
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Fixed-point Hamiltonian:

Kenneth G. Wilson: The renormalization group

23

FIG. 9. Subset of spins included in the calculation of the sum over $1„.
In the actual computer program it was possible to replace a single
calculation over. this subset of spins by several calculations over regions
no larger than C.

217 coupling constants of 3C, since there are 2048 configura-
tions of the t's in the region B. In practice this information
is difFicult to extract. The difhculty is due to terms in
the interaction which contain products across the bound-
ary of 8, e.g., i~of~~. These terms contribute to the de-
pendence of 3C,Ltj on ti, . . . , tii when the spins ti~, etc. are
equal to 1; this makes it difhcult to separate out specific
coupling constants. To simplify this and other parts of the
calculations a different representation of the interaction
was used.

Sm = 1 —20m~

1 —2Tm.

(VI.56)
(VI.57)

The values of 0. and ~ are 0 and 1. The second repre-
sentation of 3C, ~ was as products of .terms like
(1+M"0.,06~7crio). (The constant kI" is not a function
only of M'; instead M" depends on all the couplings
in 3C; ~ which contain the spins s~, s6, s7, and s~o. A specia
conversion program was needed to convert 3C; ~ from the s
representation to the 0- representation. After 3C; was cal-
culated in the z representation, another conversion program
generated 3C, in the t representation. ) The advantage of
the 0- and r representation is that when s or t is equal
to +1 then 0. or 7 is equal to 0. This means all products
containing ~ or & are also 0.

The approximate form of the transformation described
above had one unexpected benefit: it violates the sym-
metry to s ~ —s„ for.all n. The reason for this violation
is the specification t = +1 outside the area 8 of Fig. 8.

First, to avoid exponentials in the computer program,
the interaction was represented in product form. That is,
terms like exp{3IIsis&s&sio} were replaced by the equivalent
expression (coshM) (1+ M'sis6s7si, ) where M' = tanhM.
This formula is equivalent to the exponential since s&s6s-, s&0
can only be &1. exp(3C, &Lsj} was then, a constant times
a product of terms like (1+ M'sis6s7s&0). The coupling
constant M' v as used in the program in place of M. This
representation was used for input and output in the
program. But in the actual calculation of 3C, from BC, ~

a second representation was used. I-et

To locate the fixed point 3C*jsg for a given value of K*,
a combination of straight iteration and Newton's method
was used. First a rough estimate of the fixed point was
guessed at. Secondly, 18 coupling constants were picked
out as being the most important (including the nearest-
and next nearest-neighbor couplings). Then for fixed values
of these 18 coupling constants and a 6xed value of p, the
transformation (VI.36) was iterated until the remaining
couplings stabilized (3 iterations, in practice). (In this
calculation the new values of the 18 picked couplings
were thrown out and replaced by their previously assigned
values after each iteration. ) At the conclusion of this
iteration the new values of the 18 picked couplings were
computed and compared to the fixed values. Newton's
method (using derivatives with respect to each of the
18 picked couplings, plus the derivative with respect to p)
was then used to approach a fixed point for all couplings.
Each derivative was computed numerically by recalcu-
lating the iteration with a small change in the appropriate
coupling constant.

The eigenvalue P was obtained by starting very close
to the fixed point but not at the fixed point, and then
iterating the transformation (VI.36) until all nonleading
eigenoperators had negligible coe%cients.

The largest couplings in the fixed point for E*= 0.2817
are shown in Table III (using the spin numbering of
Fig. 7). To give an indication of the sizes of the remaining
couplings the table below gives the distribution of cou-
plings by size, using factor of 2 bins, e.g., bin 5 contains
all couplings whose absolute value lies between 2 ' and 2 '.
Table IV gives the maximum coupling for each bin (col-

TABLE III. Dominant spin couplings in the Axed point Hamiltonian
for K* = 0.2817. The spin numbering shown in Fig. 7.

Spin product

$1$2
SIST
$1$2$4$g&

S1$3
S1$6
$2$4$6$8
S2S5$6Sz

Coef5,cient

0.281758
0.095562—0.017242
0.008422
0.004704—0.004008
0.001803

Spin product

$1$g$3$5
$1$gS&~$6

$2$4$6$z
$1$3$4$5
$1$2$3$4
$1$3$4$6
$1$5S6SV

Coe%cient

0.001762—0.001615—0.001045—0.001023
0.000736—0.000612
0.000575

As a consequence, even if 3C; iLsj contained only sym-
metric interactions (i.e., only products of an even number
of spins), the new interaction 3C,Ltj contains odd inter-
actions. The strength of the odd interactions in 3C;Ltj
provided a good over-all measure of the accuracy of the
approximations. To prevent accumulation of error over
many iterations, these odd interactions were dropped (in
the t representation) before starting the next iteration.
The size of these odd interactions dropped considerably
as the computer progra, m was improved to its final form
(the author found many ways to increase the e%ciency
of the program, which in turn allowed increases in the
number of "nearby" spins. ) The columns labeled hi, h6,
and h7 in the table above show the coeKcients of the odd
interactions t„ tit4t5, and tit~t3, respectively (using the spin
numbering of Fig. 7). The table shows the values of these
odd interactions obtained from one iteration of the fixed
point 3C*(K*,s).
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TABLE II. .Results of block spin computations (see text for dehnitions of E~, etc.)

0.2384
0.2618
0.2897
0.2992
0.3104
0.3306

1.030
1.041
1.044
1.04421
1.04422
1.04417

0.17
0.23
0.2486
0.2497
0.2497
0.2494

0.95
0.984
1.002
0.998
0.988
0.97

1.131
1.093
1.054
1.041
1.027
1.003

h1

0.0287
0.0085
0.0013
0.0012
0.0021
0.0059

—0.00470—0.00110-0.00006—0.00010—0.00040—0.00140

—0.0029—0.0005—0.0002—0.0006—0.0014—0.0040

t1+qu t ]zn(1 + p tmsn(m))
exp{3C*Lt)} = P n —exp(3C*I s)}.(VI.49)

2
exp(3C*Lt)} = exp{3C*Lu; q]}.

mJsI m

existence of the fixed line is as follows. Let 3C* be a fixed This expression (V1.54) is
point solution:

Then there is a one parameter family of fixed points
3C*I s; q] given by

(1+qt„s„)
exp(3C*I t,q)} = g n exp(3C*js)}. (VI.50)

ts) n

Q.E.D. (VI.55)

Thus there is a fixed line 3C*(s; q) given by Eq. (VI.50)
when p = p*. Hence one expects that if one solves for p
as a function of K* in the exact theory, one will get p = p*
independently of K*: there wil be no solutions for p & p*.

L1 + p umtn(m))zn
Itj m 2

exp{3C*Lt; q)}.

This must be expL3C*(u; q)]. From Eq. (VI.50), this is

L1+p*u t ( i) (1+qt, „s„)zen n
'I t) fsI m

(VI.52)

The sum over the t spins can be performed explicitly,
giving

L1 + p qumsn(m))—exp(3C*Ls)}.
(sI m

(VI.53)

In this formula there is a new spin t„ for every s . The
proof that 3C*J t; q] is a fixed point is straightforward.
One must compute

The transformation of Niemeyer and Van I-eeuwen does
not suffer the same Raw as the original Kadanoff trans-
formation. The Niemeyer —Van Leeuwen transformation
involves a new spin which is defined to be the sign of
the sum of three old spins. For this case one cannot relate
the spin-spin correlation functions for different stages i,
and no parameter p is required. The question of when
the parameter p is required has been studied in detail
(in a different context) by Bell and Wilson (1974).

The simple approximation to the Kadanoff transforma-
tion discussed above gives no hint that p" (K*) should be
independent of K*. To test this (and other hypotheses)
the author set up a much more accurate approximation
to the Kadanoff approximation (see below). Calcula, tions
were performed on a CDC 7600 computer: one iteration
of the transformation required 3.3 sec. Fixed points were
obtained for values of K* from 0.24 to 0.33. The results
are as in Table II.

The formula (VI.53) is also obtained by summing the t
spig. s in the following expression

Li + qu t ] Pl + p*t s„& &]zen n—
ft] (sI m

(VI.54)

6

The value of p was calculated using Eq. (VI.44); the
value of v was obtained from the largest eigenvalue of
the linearized transformation about the fixed point using
Eq. (VI.29). The column p,* gives the value of p*(E*)'
calculated from the simple approximation (VI.47). The
columns labeled h~, h6, and hv give measures of the error
of the computer calculation (see below).

The values of p* for the computer calculation are close
to constant: they vary by only 0.015 while the simple
approximation gives a range 0.13. %here the computer
error (measured by h&, h, , and h7) is smallest (for K*= 0.2897 and IC* = 0.2992) both p* and p vary hardly
at all. The results for K* = 0.2897 and 0.2992 are also
in extraordinarily good agreement with the exact results
(the exact numbers are g = 0.25 and v = 1).

FIG. 7. Subset of lattice containing all interactions included in the
colnputer calculations. The numbering of the lattice sites is for
convenience.

The computer calculation will now be outlined. A number
of details are omitted. In the computer calculation, 3C,Ls)
was represented by 217 different interaction constants in-
cluding two-spin, four-spin, six-spin, eight-spin, and ten-
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The value of p was calculated using Eq. (VI.44); the
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FIG. 7. Subset of lattice containing all interactions included in the
colnputer calculations. The numbering of the lattice sites is for
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The computer calculation will now be outlined. A number
of details are omitted. In the computer calculation, 3C,Ls)
was represented by 217 different interaction constants in-
cluding two-spin, four-spin, six-spin, eight-spin, and ten-
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Reproduce/improve Wilson’s results on modern computers

“Calculations were performed on a CDC 7600 computer: 
one iteration of the transformation required 3.3 sec”
“The author found many ways to increase the efficiency
of the program<...> 
Further details of simplifications like this will
not be reported here.”

Wilson RMP 1975
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Levin-Nave PRL 2006

talk Levin 2007

Rewrite Z as a tensor network contraction

Figure 1: A tensor network built out of a four-tensor A. It is assumed that, after a large
number of periodic repetitions, the outgoing bonds on network sides are joined pairwise, so
that no uncontracted indices remain.

An RG transformation (or map) is a coarse-graining of the tensor network. It
rewrites the tensor network in terms of new tensors, fewer in number than the original
ones. The simplest rule defines a new tensor T by contracting four A tensors, as follows:

, (1.2)

but more sophisticated rules can also be considered (see below). One then iterates this
map and studies the resulting RG flow.

We see that T is naturally defined on W ⌦ W ⌦ W ⌦ W where W = V ⌦ V . It is
in fact a general feature of tensor RG maps that they raise the index space dimension.
In numerical calculations, reviewed in Appendix C, it is customary to truncate W to
a subspace of the same dimension as V , chosen to minimize the truncation error. In
contrast, in this paper we will not use any truncation. Our RG maps will preserve
the partition function exactly. Our tensors will be defined in an infinite-dimensional
real Hilbert space V with a countable basis. For such V there exists a (non-unique)
isomorphism1 between V and V ⌦ V . Fixing some such isomorphism J , we define the
final RG-transformed tensor A0 as

. (1.3)

Now, tensors A and A0 live on the same Hilbert space and can be compared. The RG
fixed point equation in this setting reads

A0 = NA, (1.4)

1I.e. a one-to-one isometric linear map. See also footnote 5.

3

i

j
k

l

degrees of freedom

Exercise: Do this for NN Ising model, with . 

At least 2 inequivalent solutions, one rotating the lattice by 45 degrees

χ = 2

(bond dimension )χ

RG map: ℛ : A ↦ A′ 

Z(A, N × M) = Z(A′ ,
N
b

,
M
b

)so that

b - scale factor
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Real space RG Tensor network RG

Z′ = Z
H → H′ A → A′ 

H becomes nonlocal => truncate χ′ > χ => truncate

Measure of error of free energy

sum of truncated couplings change in Hilbert-Schmidt norm (?)

See Griffiths in Domb et al vol. 1
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Conjecture: Free energy estimate for tensor networks

Under some natural conditions on A, free energy per site:

exists and varies continuously in A in Hilbert-Schmidt norm 
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FIG. 1: A graphic representation of a tensor-network on a
square lattice. A vertex represent a tensor Tijfe and the legs
of a vertex carries the indices i, j, etc . Each link carries the
same index. The indices on the internal links are summed
over, which defines the tensor-trace.

about phases and phase transitions emerged from the
tensor network renormalization approach through several
simple examples.

II. A REVIEW OF A TENSOR NETWORK
RENORMALIZATION METHOD

In the following review, we will concentrate on 1+1D
quantum systems. However, our discussion can be gener-
alized to 2D statistical systems and the systems in higher
dimensions.

To describe the tensor renormalization approach intro-
duced in Ref. 47, we first note that, after we discretize
the space-time, the partition function represented by a
space-time path integral Tre→βH =

∫
e→

R

L (in imagi-
nary time) can be written as a tensor-trace over a tensor-
network (see Fig. 1 for an example on 2D square lattice):

Tre→βH =
∑

ijkl···

TjfeiThgjkTqklrTlits · · · = tTr →i T. (2)

where the indices of the tensor run from 1 to D (in other
words the tensor T is a rank-four dimension-D tensor).
Choosing different tensors T corresponds to choosing dif-
ferent Lagrangian L. We see that calculating the tensor
trace allows us to obtain properties of any physical sys-
tems.

Unfortunately, calculating the tensor-trace tTr is an
NP hard problem in 1+1D and higher dimensions.46 To
solve this problem, Ref. 47 introduced an approximate
real-space renormalization group approach which accel-
erate the calculation exponentially. The basic idea is
quite simple and is illustrated in Fig. 2. After finding
the reduced tensor T ′′, we can express tTr[T → T · · · ] ≈
tTr[T ′′→T ′′ · · · ] where the second tensor-trace only con-
tains a quarter of the tensors in the first tensor-trace.
We may repeat the procedure until there are only a few
tensors in the tensor-trace. This allows us to reduce the
exponential long calculation to a polynomial long calcu-
lation.

The actual implementation of the renormalization is a
little more involved.45,47 For an uniform tensor-network

"’

(a) (b) (c)

D

D
2 DD

T
T T

TT T

FIG. 2: The tensor T in the tensor network (a) has a dimen-
sion D. After combine the two legs on each side into a single
leg, the four linked tensors in (a) can be viewed as a single
tensor T ′ in (b) with dimension D2. T ′ can be approximately
reduced to a “smaller” tensor T ′′ in (c) with dimension D and
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FIG. 3: (Color online) (a) We represent the original rank-four
tensor by two rank-three tensors, which is an approximate de-
composition. (b) Summing over the indices around the square
produces a single tensor T ′. This step is exact.

on 2D square lattice (see Fig 1), the renormalization
group procedure can be realized in two steps. The first
step is decomposing the rank-four tensor into two rank-
three tensors. We do it in two different ways on the
sublattice purple and green (see Fig. 4a). On purple sub-

lattice, we have Truld =
∑D2

s=1 S1ulsS3drs and on green

sublattice, we have Truld =
∑D2

s=1 S2ldsS4rus. Note that
r, l, u, d run over D values while s run over D2 values.
For such a range of s, the decomposition can always be
exact.

Next we try to reduce the range of s through an
approximation.47 Say, on purple sublattice, we view Truld
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FIG. 1: A graphic representation of a tensor-network on a
square lattice. A vertex represent a tensor Tijfe and the legs
of a vertex carries the indices i, j, etc . Each link carries the
same index. The indices on the internal links are summed
over, which defines the tensor-trace.

about phases and phase transitions emerged from the
tensor network renormalization approach through several
simple examples.

II. A REVIEW OF A TENSOR NETWORK
RENORMALIZATION METHOD

In the following review, we will concentrate on 1+1D
quantum systems. However, our discussion can be gener-
alized to 2D statistical systems and the systems in higher
dimensions.

To describe the tensor renormalization approach intro-
duced in Ref. 47, we first note that, after we discretize
the space-time, the partition function represented by a
space-time path integral Tre→βH =

∫
e→

R

L (in imagi-
nary time) can be written as a tensor-trace over a tensor-
network (see Fig. 1 for an example on 2D square lattice):

Tre→βH =
∑

ijkl···

TjfeiThgjkTqklrTlits · · · = tTr →i T. (2)

where the indices of the tensor run from 1 to D (in other
words the tensor T is a rank-four dimension-D tensor).
Choosing different tensors T corresponds to choosing dif-
ferent Lagrangian L. We see that calculating the tensor
trace allows us to obtain properties of any physical sys-
tems.

Unfortunately, calculating the tensor-trace tTr is an
NP hard problem in 1+1D and higher dimensions.46 To
solve this problem, Ref. 47 introduced an approximate
real-space renormalization group approach which accel-
erate the calculation exponentially. The basic idea is
quite simple and is illustrated in Fig. 2. After finding
the reduced tensor T ′′, we can express tTr[T → T · · · ] ≈
tTr[T ′′→T ′′ · · · ] where the second tensor-trace only con-
tains a quarter of the tensors in the first tensor-trace.
We may repeat the procedure until there are only a few
tensors in the tensor-trace. This allows us to reduce the
exponential long calculation to a polynomial long calcu-
lation.

The actual implementation of the renormalization is a
little more involved.45,47 For an uniform tensor-network
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produces a single tensor T ′. This step is exact.

on 2D square lattice (see Fig 1), the renormalization
group procedure can be realized in two steps. The first
step is decomposing the rank-four tensor into two rank-
three tensors. We do it in two different ways on the
sublattice purple and green (see Fig. 4a). On purple sub-

lattice, we have Truld =
∑D2

s=1 S1ulsS3drs and on green

sublattice, we have Truld =
∑D2

s=1 S2ldsS4rus. Note that
r, l, u, d run over D values while s run over D2 values.
For such a range of s, the decomposition can always be
exact.

Next we try to reduce the range of s through an
approximation.47 Say, on purple sublattice, we view Truld
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truncate to largest  singular valuesχSVD



Slava Rychkov11

TRG illustrates features of all tensor RG algorithms:

- Perform local changes in the network structure without modifying Z 

- Truncate (in numerical studies)

- Reconnection - tensors are regrouped/contracted in a different order

- The number of tensors is reduced

Hope: local truncation error small =>

global will also be small
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Free energy computation using TRG

12

2D NN Ising @   => β transform to TN; write initial tensor as

TRG
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FIG. 2. (Color online) Comparison of the relative errors of
the free energy per site computed using LN-TNR and Loop-
TNR. Results were obtained on a square lattice with 250 spins.
(a) Relative error as a function of bond dimension � at the
critical point. (b) Relative error as a function of temperature
for o↵-critical Ising models.

Classical Ising model The partition function of the
2D classical Ising model is given by Z =

P
{�} exp

(�
P

hiji �i�j). It can also be expressed as the contrac-
tion of a 2D tensor network with � = 2 [38]. In this
model, the spins are localised on the links of the square
lattice. Each local tensor T = T

Ising
u,l,d,r has the following

nonzero components:

T
Ising
1,2,1,2 = e

�4�
, T

Ising
2,1,2,1 = e

�4�
, T

Ising
1,1,1,1 = e

4�
,

T
Ising
2,2,2,2 = e

4�
, others = 1. (2)

The first step is to compute the free energy of this
model with 250 spins, so that it saturates to the value of
the thermodynamic limit. Fig. 2 shows the relative error
of the free energy per site at and away from the criti-
cal temperature Tc. At the critical point [see Fig. 2(a)],
the error of Loop-TNR decays much faster than the er-
ror of LN-TNR. When �  16, the error of Loop-TNR
decays almost exponentially with �. This demonstrates
a significant improvement over LN-TNR. In Fig. 2(b),
the errors of Loop-TNR remain almost constant for all
temperatures near the critical point. When � = 8, Loop-
TNR has an accuracy in the order of 10�7. At the same
point LN-TNR has an accuracy of 10�4

⇠ 10�5. Other
improved methods, such as SRG and HOSRG [45–47],
can reduce the error by up to three orders of magnitude
at o↵-critical conditions, but by only one order of magni-
tude at criticality. The recently proposed EV-TNR algo-
rithm [55] can achieve the same accuracy with the same
“e↵ective” bond dimensions in the octagon (but a larger
overall bond dimension [62]). However, Loop-TNR has a
lower computational cost than EV-TNR.

After applying several steps of Loop-TNR, we obtain
an approximate fixed-point tensor with proper normal-
ization and gauge fixing, which encodes the low-energy
physics of the critical system. To prevent gauge fixing at
the final step, C4 lattice symmetry may be imposed on
the RG flow. This produces a single rank-3 tensor that
is approximately invariant at criticality [62].

(g) (h) L = 4L = 2

FIG. 3. (Color online) Comparison of central charge and scal-
ing dimensions for LN-TNR and Loop-TNR at di↵erent itera-
tion steps. The red dotted line denotes the central charge, the
blue (light grey) solid lines denote the scaling dimensions in
the Z2-odd sector, and the black solid lines denote the scaling
dimensions in the Z2-even sector. In the L = 2 (L = 4) case,
a transfer matrix is constructed using two (four) columns of
tensors [shown in (g) and (h)]. The central charge and scal-
ing dimensions are determined from the eigenvalues of the
transfer matrix [8].

As proposed in Ref. [8], the transfer matrix shown in
Fig. 3(g) can be constructed, and the central charge and
lowest scaling dimensions determined from the eigenval-
ues of the transfer matrix. When � = 24 and with 218

spins, these conformal data have extremely high accura-
cies(up to five digits):

c h1 h2 h3

Loop-TNR: 0.500001 0.1250001 1.000006 1.124994

EV-TNR: 0.50001 0.1250004 1.00009 1.12492

Exact: 1/2 1/8 1 9/8

For comparison, the central charge and the scaling di-
mensions obtained using EV-TNR under the same con-
ditions are given [55] (Here � denotes the largest bond
dimension used in that scheme).

In addition to improving the accuracy of the central

Error in free energy of TRG
Fig from Yang, Gu, Wen 2015

Error decreases with χ T=Tc is more challenging

Is there anything deep here? 
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Entanglement structure of TRG
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TRG belongs to a group of algorithms without disentangling (like SRG, HOTRG…)
In essence, they all carry out simple coarse-graining step: 5

The next example will be used frequently. We form a tensor T by contracting 4 copies of an HS tensor A, as follows:

(2.5)
A A

A A

T = .

The tensor T is well defined: it’s easy to see that each component is given by an absolutely convergent series. Moreover,
T is HS and →T→ ↭ →A→

4. This is easy to prove directly, and is also a consequence of the general Prop. 2.4 below.

2.2. Leg grouping and reindexing

The tensor T in (2.5) has 8 legs indexed by I (same index set as A). These 8 legs come naturally grouped in 4 pairs (right,
up, left, down). We may consider each of these 4 pairs of legs as a single leg with an index set I ↑ I . Viewed this way, T
becomes a 4-tensor indexed by I ↑ I . This is an example of leg grouping, which reshapes the tensor but does not change
its components. We can also group more than two legs.1

Another simple operation is reindexing. Let I1 and I2 be two index sets of the same cardinality, and let ω be a one-to-
one map from I1 onto I2 (reindexing map). If A is a tensor with a leg indexed by I1, we can use ω to transform A to a
tensor A→ where the same leg is indexed by I2.

Leg grouping and reindexing just reshuffle tensor components but do not change their numerical values. In particular,
these operations preserve the norm.

Here is an equivalent view of reindexing. Let J be a 2-tensor with the only nonzero components Jii→ = 1 if i→ = ω(i).
We call J a reindexing tensor; it has operator norm 1. The reindexed tensor A→ is then obtained by contracting A with J .
We write this graphically as:

(2.6) A→ A= Ji→ i→ .

Below we will often apply leg grouping followed by reindexing, as follows. Consider two legs of a tensor with index
set I . We group them, obtaining a leg with an index set I ↑ I . Suppose that either |I| = 1 or |I| = ↓. Then I ↑ I has
the same cardinality as I . We can then apply reindexing as above with I1 = I ↑ I and I2 = I . After reindexing, the leg
is indexed with I .

Let us see how this works for the tensor T defined by (2.5). As explained, after leg grouping we can view it as a
4-tensor with legs indexed by I ↑ I . We then apply reindexing on each of this legs, and obtain a 4-tensor indexed by I ,
the same index set we started with.

Our main case of interest will be |I| = ↓. In this case the reindexing map from I ↑ I to I is vastly non-unique.
Without loss of generality, we can take I = N. Choosing the reindexing map ω then amounts to enumerating N ↑ N in
some particular order. In our constructions below, we will fix the first few elements of the enumeration sequence, and the
rest of it will be left arbitrary.

2.3. Tensor networks

Consider a finite periodic square lattice of size Lx ↑Ly . Suppose we put a 4-tensor A at every vertex (n,m) of the lattice,
contracting its legs with the legs of tensors at neighboring vertices, and taking into account periodicity, as shown in this

1In the python package numpy, often used for numerical tensor manipulations, leg grouping can be performed by the function reshape().

isometries, implementing truncation

Without truncation:

Z = 

talk by Levin, 2007

A′ =
A
A A

A
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A

View the tensor obtained after many RG steps as a “ground state wavefunction”

=: Ψαβγδ

α

γ
δ β

In the gapped phase we expect to be able to decompose  asΨ

This is called Corner-Double-Line (CDL) tensor:
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CDL tensors are fixed points of the coarse-graining step:
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At the critical point ξ = ∞

By conformal invariance, Corner Transfer Matrix has spectrum quantized in units

of 1/log L → 0 Peschl, Truong 1987

We expect after many RG steps:
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Fixed point structure (desired)

18

Want to use (tensor) RG fixed points to classify phases:

fig from talk Levin 2007

⋅

noncritical f.p.

inside gapped phases

critical f.p.
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Instead, Fixed point structure for TRG

19 fig from talk Levin 2007

CDL tensors fixed points

no critical fixed point

To resolve these issues,  need disentangling (L2)
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Other techniques for calculating partition functions

20

Row-by-row:

Corner transfer matrix:

May also benefit from disentanglement


