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Ergodicity in Isolated Quantum Systems

A quantum Hamiltonian is said to be ergodic if any initial state |ψ(0)⟩
evolves into a “thermal” state |ψ(t)⟩ = e−iHt |ψ(0)⟩
Reduced density matrix of a thermal state is the Gibbs density matrix
of the subsystem

ρ = |ψ⟩ ⟨ψ| , ρA = TrB (ρ) , ρA ∼ e−βH|A

Entanglement quantified by the von Neumann entropy
S = −TrA (ρA log ρA)

Local information gets scrambled throughout the system
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Eigenstate Thermalization Hypothesis (ETH)

A fundamental principle governing the thermalization of initial states
in a quantum system
Eigenstate Thermalization:1 Eigenstates |En⟩ in the middle of the
spectrum are thermal, entanglement entropy obeys a volume law
S ∼ logD ∼ L

Strong ETH: ALL eigenstates at finite energy
density satisfy ETH after resolving symmetries

Hamiltonians without an extensive number of
conserved quantities believed to satisfy strong
ETH

Ergodicity breaking (violation of ETH) was be-
lieved to only occur in two types of systems

Integrable

Many-Body Localized

1M. Srednicki Phys. Rev. E 50, 888 (1994)
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Outstanding Questions for Eigenstates in Non-Integrable
Systems

Can ETH be violated in some states in
the absence of an extensive number of
conserved quantities?

A paradigm of ergodicity breaking be-
yond integrability and MBL?

Issues: no good numerical methods to
address this problem

Recent analytical progress has identi-
fied two new types of “weak” ergodic-
ity breaking2

Quantum Many-Body Scars

Hilbert Space Fragmentation

2M.Serbyn, D.A.Abanin, Z.Papic (2020); SM, B.A.Bernevig, N.Regnault (2021) 5 / 28



Weak Ergodicity Breaking: Quantum Many Body Scars



Quantum Many-Body Scars

Non-integrable models with quasiparticle towers of eigenstates deep in
the spectrum have been discovered3

AKLT spin chain:4 P =
∑

j (−1)j(S+
j )2, states with N quasiparticles

dispersing with k = π are exact eigenstates for finite system sizes L!

Tower of States

Now consider a state with N of these magnons on the groundstate
|S2Ni = PN |G i
Turns out |S2Ni is an exact state with E = 2N, s = 2N for all even
L!

|G i c c c c c c c c cc c c c c c c c cm m m m m m m m m- - - - - - - - - -

|S2i = P |G i c c c c c c c c cc c c c c c c c cm m m m m m m m m- - - - - - - -6 66 6

|S4i = P2 |G i c c c cc c c cm m m m c c c cc c c cm m m m· · ·- - - - 6 66 6- -6 66 6
...

...
...

...

|SLi = P L
2 |G i = |F i c c c c c c c c cc c c c c c c c cm m m m m m m m m6 6 6 6 6 6 6 6 66 6 6 6 6 6 6 6 6

Implications for ETH?
14 / 33

3SM, B.A.Bernevig, N.Regnault (2021)
4SM, S. Rachel, B. A. Bernevig, N. Regnault (2017)
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Quantum Many-Body Scars

States have entanglement entropy S ∼ log L =⇒ Violation of Strong
ETH!

Equally spaced tower: leads to exact revivals from simple initial states5

QUANTUM MANY-BODY SCAR STATES WITH EMERGENT … PHYSICAL REVIEW B 101, 024306 (2020)

which can be obtained from Eq. (4) of Ref. [23] by applying
the unitary transformation

∏
i even σ z

i . Thus, to prepare the
state |ξ 〉 it suffices to prepare the ground state of Hξ , e.g.,
by quasi-adiabatic ramps, similar to how the Néel state was
prepared in Ref. [8].

The state |ξ 〉 can be viewed as containing a distribution
of π -momentum magnons parameterized by |ξ |. In particular,
the normalization factor Z (|ξ |2), Eq. (4.2b), can be interpreted
as a grand canonical partition function for a gas of π magnons
at infinite temperature and finite fugacity |ξ |2. It immediately
follows that the expansion coefficients |cn|2, Eq. (4.3), can
be interpreted as the classical grand-canonical probability of
the system occupying a state with n π magnons. Thus, by
tuning |ξ |, one can effectively tune the initial distribution of
π magnons and subsequently follow the quantum evolution
of this distribution.

Since |ξ 〉 is of the form (4.1), its evolution is simply

|ξ (t )〉 =
∑

n

cn e−iEnt |Sn〉

∝ 1
√

Z (|ξ |2)

∑

n

√
N (n) (e−i$tξ )n|Sn〉

= |e−i$tξ 〉, (4.5)

up to an overall phase, with cn and En defined in Eqs. (4.3)
and (2.5), respectively, and where $ ≡ 2% − 4J . From this
expression, we immediately see that the state |ξ 〉 returns to
itself with period 2π/$ under time evolution with H . This
periodic behavior is reflected in the many-body fidelity under
evolution with H ,

Fξ (t ) = |〈ξ (t )|ξ 〉|2 =
∣∣∣∣
Z (ei$t |ξ |2)

Z (|ξ |2)

∣∣∣∣
2

. (4.6)

In the thermodynamic limit and for any finite ξ , the above
expression approaches a function that equals 1 at integer mul-
tiples of 2π/$ and 0 everywhere else. These exact periodic
revivals constitute the final definitive hallmark of QMBS.

We plot the fidelity and entanglement dynamics for various
initial states in Fig. 3. As expected, the states |ξ 〉 display exact
revivals with period 2π/$ (in agreement with the analytical
expression (4.6) to numerical precision), while a generic
product state in the z basis does not. Moreover, while the half-
chain entanglement entropy for an initial product state grows
rapidly with time and approaches the value Sran

A , Eq. (2.9), it
remains constant for the initial states |ξ 〉. This unusual feature
highlights the fact that the evolution of the states |ξ 〉 under
H is exceptionally simple despite their finite entanglement; as
evident in Eq. (4.5), time evolution merely rotates the phase
of ξ at a frequency $.

It is interesting to consider the effects of small perturba-
tions to the model (2.1) on the periodic dynamics discussed
here. Adding a generic perturbation, e.g. h

∑
i σ

x
i , which

breaks the U(1) symmetry of Eq. (2.1), removes the exact
scarred eigenstates constructed in this paper. Nevertheless,
for sufficiently small h, the initial state |ξ 〉 still primarily
overlaps with exact eigenstates that are concentrated in a finite
window around the “scar” energies En, similar to what has
been observed for the Néel state in the PXP model [9] (see
Fig. 4, top panel). This enables coherent fidelity dynamics

FIG. 3. Dynamics of the many-body fidelity F (t ) =
|〈&(t )|&(0)〉|2 (top) and the half-chain entanglement entropy
SA (bottom) for various initial states at L = 12. (Other parameters
are the same as Figs. 1 and 2.) For the RK states |ξ〉, the fidelity
dynamics [for which Eq. (4.6) is plotted] exhibits exact periodic
revivals with period 2π/$, while the entanglement remains constant
in time. The finite value of the fidelity between revivals for some
values of ξ is a finite-size effect. For an arbitrary product state in the
z basis with a comparable energy density, the fidelity rapidly decays
to zero while the entanglement grows close to the random-state
value, Eq. (2.9) (black dashed line).

with imperfect revivals over a finite lifetime, also similar to
what is seen in the PXP model (see Fig. 4, bottom panel).
A general argument based on Lieb-Robinson bounds that is
consistent with these results has been made in Ref. [41]; an
interesting subject for future work would be to extend the
results of that work by determining tighter bounds on the
lifetime of the imperfect revivals for perturbations of specific
models with exact scars like the one considered in this paper.

B. Initial states from projected SU(2) rotations

We now discuss a related strategy for obtaining initial
states satisfying (1)–(3). This strategy hinges on the use of
rotations generated by

J x/y = 1
2

iL∑

i=i1

(−1)i σ
x/y
i ,J z = 1

2

iL∑

i=i1

σ z
i , (4.7)

which can readily be shown to satisfy the SU(2) algebra
[J α,J β] = i εαβγ J γ . Using these generators, we can define
an auxiliary tower of states

|Sn〉 ∝ (J +)n |$〉, (4.8)

satisfying |Sn〉 = Pfib|Sn〉 for any n ! L/2, where J ± =
J x ± i J y and Pfib is the projector onto states obeying the

024306-7

5T. Iadecola, M. Schecter (2019)

8 / 28



Connections to Recent Experiments: PXP Model

Rydberg experiment6 modelled by the constrained Hamiltonian

HPXP =
L∑

n=1

P◦
n−1 Xn P◦

n+1 = |◦ • ◦⟩ ⟨◦ ◦ ◦|+ h.c .
ARTICLES NATURE PHYSICS

larger than the detuning and the Rabi frequency, the system is mod-
elled by the following spin-1/2 Hamiltonian16,

∑=
=

+ +H PX P (1)
i

L

i i i
1

1 2

where Xi, Yi, Zi are the Pauli operators, L denotes the length of the 
chain and we work in units ħ =  1. In what follows, we use ∣∘⟩  to refer 
the ground state and ∣∙⟩  to refer to the Rydberg state of a single 
atom. The operator Xi =  ∣∘⟩ ⟨∙∣ + ∣∙⟩ ⟨∘∣  creates or removes an exci-
tation at a given site, and projectors = ∣∘⟩ ⟨∘∣Pi  =  (1 −  Zi)/2, written 
in terms of Zi =  ∣∙⟩ ⟨∙∣−∣∘⟩ ⟨∘∣ , ensure that the nearby atoms are not 
simultaneously in the excited state. For example, P1X2P3 acting on 
∣∘∘∘⟩  gives ∣∘∙∘⟩  (and vice versa), while it annihilates any of the con-
figurations ∣∙∘∘⟩ , ∣∘∘∙⟩ , ∣∙∘∙⟩ .

The presence of projectors in the Hamiltonian (equation (1)) 
does not allow for relaxation of several adjacent Rydberg atoms. 
In other words, configurations ∣…∙∙…⟩  are ‘dark states’ breaking 
our chain into two disconnected parts. Hence, such configura-
tions are excluded in what follows and we consider a constrained 
Hilbert space without any adjacent Rydberg atoms. Such a con-
straint makes the Hilbert space identical to that of chains of non-
Abelian Fibonacci anyons, rather than spins-1/2 or fermions. For 
periodic boundary conditions (PBC), the Hilbert space dimension 
is equal to D =  FL−1 +  FL+1, where Fn is the nth Fibonacci number. For 
instance, in the case of the L =  6 chain we have D =  18, as shown in 
Fig. 1. For open boundary conditions (OBC), D scales as FL+2. Thus, 
the Hilbert space is evidently very different from, for example, the  
spin-1

2
 chain where the number of states grows as 2L.

The model in equation (1) is particle–hole symmetric: an opera-
tor = ∏P Zi i anticommutes with the Hamiltonian, PH =  − HP, and 
therefore each eigenstate ψ∣ ⟩  with energy E ≠  0 has a partner ψ∣ ⟩P  
with energy − E. Furthermore, the model has spatial inversion 
symmetry I which maps i →  L −  i +  1. In addition, with PBC, this 
model has translation symmetry. In what follows, unless specified 
otherwise, we restrict ourselves to PBC (thus identifying i =  L +  1 
and i =  1) and explicitly resolve translation and inversion symme-
tries which allow us to fully diagonalize systems of up to L =  32 sites 
(with +D0  =  77,436 states in the zero-momentum inversion-sym-
metric sector).

Experiment25 and numerical simulations on small systems29 
revealed that the relaxation under unitary dynamics specified by 
the Hamiltonian (equation (1)) strongly depends on the initial state 
of the system. In particular, starting from period-2 charge density 
wave states

Z Z∣ ⟩ = ∣∙∘∙∘…⟩ ∣ ⟩ = ∣∘∙∘∙…⟩′, (2)2 2

that are related by a translation by one lattice period, the system 
shows surprising long-time oscillations of local observables for long 
chains of up to L =  51 sites. Although this might suggest that the sys-
tem is non-ergodic, it was also observed that the initial state with all 
atoms in the state ∣∘⟩  shows fast relaxation and no revivals, charac-
teristic of thermalizing systems. Given that the model in equation (1)  
is translation invariant and has no disorder, many-body localization 
cannot be at play. Below we explain the origin of the observed oscil-
lations and the apparent non-ergodic dynamics.

Dynamics
We start by characterizing the dynamical evolution of the model 
in equation (1) for different initial conditions. Motivated by 
experiment25, we consider a family of charge density wave states 
Z∣ ⟩k  =  ∣…∙∘…∘∙…⟩ , where the atoms in excited states are separated 

by k −  1 atoms in the ground state, as well as the fully polarized state 
∣…∘∘∘…⟩ ≡ ∣ ⟩0 . We use the infinite time evolving block decima-
tion (iTEBD) method, which provides results valid in the thermo-
dynamic limit up to some finite time30. The bond dimension used is 
400, which limits the evolution time to t ~ 30.

Figure 2a reveals linear growth of entanglement entropy evalu-
ated for the midpoint bipartition for all considered initial states. 
Yet, the slope of entanglement growth strongly depends on the 
initial state, with the slowest growth observed when the system is 
prepared in the period-2 density wave state, Z∣ ⟩2 , in equation (2).  
In addition, the entanglement growth has weak oscillations on 
top of the linear growth. Relative to the magnitude of entropy, the 
oscillations are most significant for the Z∣ ⟩2  initial state. Figure 2b  
illustrates the oscillations in entanglement by subtracting the lin-
ear component. We note that the oscillations are periodic with 
the period Z ≈ .T 2 35

2
, in agreement with ref. 25. Similarly, periodic 

oscillations are clearly visible in the local correlation function, 
⟨ ⟩+Z Zi i 1  (Fig. 2c). The oscillations that persist for long times when 
the entanglement light-cone reaches a distance of ≳ 20 sites, as evi-
denced by the correlation function, are highly unusual. Although 
experimental work25 presented a variational ansatz capturing these 
oscillations, below we demonstrate that the oscillations actually 
arise due to the existence of special eigenstates within the rest of the 
many-body spectrum.

Special states
The special eigenstates become clearly visible when one arranges 
the entire many-body spectrum according to the overlap with 
the density-wave Z∣ ⟩2  state, as shown in Fig. 3a. This reveals the  
‘Z2-band’ of special eigenstates, which are distinguished by atypically  

0 1 2 3 4 5 6 Dz2

Fig. 1 | The Hilbert space graph of the Fibonacci chain with L!=!6 sites. 
The nodes of the graph label the allowed product states, while the edges 
connect configurations that result from a given product state due to the 
action of the Hamiltonian. Nodes of the graph are grouped according to the 
Hamming distance ZD

2
 from the Z∣ ⟩2  state.
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Fig. 2 | Periodic revivals in the dynamics of entanglement entropy and 
local correlation function. a, Entanglement entropy for the midpoint 
bipartition displays linear growth starting from various initial density-wave 
product states, as well as the fully polarized ∣ ⟩ ∣ ∘∘∘ ⟩= … …0  state. b,c, For 
the Z∣ ⟩2  initial state the entanglement entropy oscillates around the linear 
growth with the same frequency as the local correlation functions.

NATURE PHYSICS | VOL 14 | JULY 2018 | 745–749 | www.nature.com/naturephysics746

Initial charge density wave configuration |Z2⟩ = |◦ • ◦ · · · • ◦ •⟩
shows anomalous dynamics7

QMBS understood as a consequence of approximately disconnected
low-entanglement subspace spant

{
e−iHPXP t |Z2⟩

}
8

6Bernien et al. Nature 551, 579-584 (2017)
7C.J. Turner et al. Nature Physics 14, 745-749 (2018)
8M. Serbyn, D.A.Abanin, Z. Papic (2020) 9 / 28



Weak Ergodicity Breaking: Hilbert Space Fragmentation



Hilbert Space Fragmentation

What happens to ETH in constrained systems? Hard constraints
typically arise in effective Hamiltonians

Hilbert space fractures into exponentially many dynamically
disconnected Krylov subspaces, |Ri ⟩ being product states

H =
K⊕

i=1

K (H, |Ri ⟩), K (H, |R⟩) = spant

{
e−iHt |R⟩

}

Different subspaces are not
distinguished by obvious
symmetry quantum numbers,
can show vastly different
properties!9

Violation of conventional ETH
due to block-diagonal structure
after resolving known symmetries

9SM, A. Prem, R. Nandkishore, N. Regnault, B.A. Bernevig (2019)
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Dipole-Moment Conserving Models

Fragmentation generically occurs in one dimensional systems
conserving dipole moment (

∑
j jS

z
j with OBC)10,11

Example: spin-1 dipole conserving Hamiltonian that implements the
following rules (H =

∑
j (S

−
j−1(S

+
j )2S−

j+1 + h.c.))

|+− 0⟩ ↔ |0 +−⟩ , |0−+⟩ ↔ |−+ 0⟩
|+−+⟩ ↔ |0 + 0⟩ , |−+−⟩ ↔ |0− 0⟩

Exponentially many one-dimensional subspaces (“frozen” eigenstates)

|++−− · · ·++−−⟩ , |0 + +0 + + · · · 0 + +⟩

Subspaces with non-local conserved quantities, e.g. a product state
|0 · · · 0 + 0 · · · 0⟩ can only evolve to states with “string-order”
|0 · · · 0 + 0 · · · 0− 0 · · · 0 + · · · 0⟩

10P. Sala, T. Rakovszky, R. Verresen, M. Knap, F. Pollmann (2019)
11V. Khemani, M. Hermele, R. Nandkishore (2019)
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Violation of conventional ETH

Initial product states never thermalize w.r.t. the full Hilbert space12,13

Eigenstate entanglement entropy within in the blocks satisfy S ∼ logD
(S ∼ L if D ∼ exp(L), S ∼ log L if D ∼ Lα)

Krylov-restricted ETH principle: ETH or its absence holds only
within each subspace K (H, |Ri ⟩)14

4
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FIG. 2. Entanglement entropy of eigenstates as a function
of dipole moment for a system with L = 13 sites, in the
symmetry sector with total charge Q = 0. The color-bar
denotes the number of eigenstates with entanglement entropy
S and a given (Q, P ). For each symmetry sector (Q, P ), there
is a co-existence of low and high entanglement eigenstates,
in sharp contrast to the usual behavior expected from the
eigenstate thermalization hypothesis.

tute emergent subsectors of dimension exactly one. No-
tably, these inert states are product states of charge (i.e.
product states of Sz), so these are exceptionally simple,
physically realizable states. These states are eigenstates
of the Floquet fractonic circuit with zero entanglement,
while they are left invariant by circuits that are random
(i.e. non-repeating) in time, thereby also demonstrating
robustness to temporal noise.

We start with an analytic proof which shows that the
combination of Q, P symmetries together with locality is
enough to give exponentially many strictly inert states.
The construction in our proof is extremely physical, and
furnishes a strict lower bound on the number of inert
states. Section V provides an inductive, though less phys-
ical, method which allows us to count the actual number
of inert states.

Consider a model with charge and dipole symmetries,
and finite range (gate-size) `. Let us denote by +/� the
maximum/minimum local charges on a site respectively;
these could be the ‘top’ and ‘bottom’ states of a qudit
of spin S so that Sz = ±S, or else the occupied and
unoccupied states of a hardcore boson model. Now, note
that any pattern that alternates between locally ‘all plus’
and locally ‘all minus,’ with domain walls between ‘all
plus’ and ‘all minus’ regions at least ` sites apart, must
be inert. These are states of the form | + + + + � � �
� � + + + + · · · i (cf. Fig 3 (a)). This follows because
every gate acting on such a state straddles either zero or
one domain walls. If it straddles zero domain walls, then
it acts locally on a block with extremal charge, which is
obviously inert. If it straddles one domain wall, then it
acts on a block with extremal dipole moment given its
charge, and this must also be inert. The inertness of the
latter kind of block follows because it is made up of only
+ and � charged sites, and the only charge conserving
moves that one can make are (i) to reshu✏e + and �
charges and (ii) to lower the charge of a ”+” site by

+ + + � � � + + + + + + � � � � � � + + +
�

Active ShieldingShieldingInert Inert

(a)

(b)

(c)

x

t 0.0

-1.0

-0.5

0.5

1.0
�Sz

x(t)�

FIG. 3. (a) Exponentially many strictly inert states in a
model with range ` can be constructing by dividing the sys-
tem into size ` blocks, and randomly picking each block to
be of extremal positive or negative charge. A range ` gate
(blue rectangles) acting on such a state locally sees either a
configuration of maximal charge, or a configuration of maxi-
mal dipole moment for a given charge — and hence is forbid-
den from making any local rearrangements. (b) Dynamical
subspaces of varying sizes can be constructed by embedding
“active”, i.e. non-inert, blocks into inert backgrounds. As
long as the active block has a finite size, it can be prevented
from melting the inert regions by surrounding it with “shield-
ing” regions of equal or greater size. (c) Dynamics of charge
hSz

x(t)i starting from an initial state with a central active re-
gion surrounded by shielding regions. We see that the central
region thermalizes, but isn’t able to melt the boundary spins
which remain inert.

1, and simultaneously raise the charge of a ”-” site by 1.
However, if every + charge is to the right of any � charge
(or vice versa) then any such move necessarily changes
the dipole moment, and so is forbidden.

One can then straightforwardly lower bound the size
of the exactly localized subspace for circuits with gate-
size ` by dividing the system up into blocks of length `,
and allowing each block to be either ‘all plus’ or ‘all mi-
nus.’ This yields an inert subspace of dimension at least
2L/` = cL, where c = 21/`. This is exponentially large
in system size for any finite gate size `, and cleanly illus-
trates how simultaneously conserving charge and dipole
moment provably leads to the emergence of exponentially
large localized subspaces into which information may be
robustly encoded.

Note that the bound above is not tight; for ` = 3 it
predicts a localized subspace of dimension at least 1.25L,
whereas a more careful counting, done in Section V, gives
a localized subspace of dimension 2.2L. Nevertheless, it
is su�cient to establish the existence of an exponentially
large, robust, localized subspace for any finite gate size.
Each of the inert states in this subspace can be labeled
by state-dependent local integrals of motion correspond-
ing to the local values of charge and dipole moment. Also,
note that this type of localization does not require disor-
der - indeed it occurs even in a circuit that is translation-
ally invariant in the thermodynamic limit and survives

14

FIG. 2. (Color online) (a) Time-evolution of the expectation value of on-site charge operators for the middle site and a site away
from the middle under the pair hopping Hamiltonian with PBC, starting from an initial state of the form | 0i = |⇤ · · · ⇤ + ⇤ · · · ⇤i
where ⇤ = ", # for N = 15 with total spin Sz = 0. The horizontal lines show the infinite-temperature expectation values of the
same charge operators. Data averaged over 10 configurations of the ⇤’s such that Sz = 0. (b) Late-time charge profile on sites
of the chain matches the infinite temperature value within the Krylov subspace K (H, | 0i). They both show a peak on the
middle site, providing an example of quasilocalization from thermalization.

a spin. The results are shown in Fig. 2(a), which com-
pares the charge density at the middle site (in blue) to
that at a di↵erent site (in green) as a function of time.
Irrespective of the spin configuration in the initial state,
we consistently find that the middle site exhibits a higher
charge density as compared to any other site. Moreover,
as shown in Fig. 2(b), we find that this late-time charge
density matches that predicted by ETH, assuming the
initial state lies in the middle of the spectrum of the
Krylov subspace. The charge density at an inverse tem-
perature � restricted to the Krylov subspace K is then
given by

h bQmidi� =
Tr
⇣
bQmide��H|K

⌘

Tr
�
e��H|K

� , (52)

where H|K is the restriction of the Hamiltonian H to

the Krylov subspace K, and bQmid is the charge opera-
tor of the middle site, using the established convention:
spins are charge neutral, whereas + and � fractons have
charges +1 and �1 respectively.

Assuming infinite temperature (� = 0) in Eq. (52), we
obtain

h bQmidi� =
Tr
⇣
bQmid

⌘

Tr (1|K)
⌘ QN

DN
=

3

N
, (53)

where 1|K is the identity restricted to the Krylov sub-
space K, and thus Tr (1|K) = DN , the Hilbert space
dimension of K (H, | 0i) of the chain of N sites. We
provide analytical and numerical arguments for the re-
sult of 3/N in Eq. (53) in App. F (see Eq. (F8)). On the

other hand, the late time expectation value of the charge
density on any other site in the middle of the chain is
1/N . We dub this phenomenon as quasi-localization of
the fracton, since it is localized for any finite system size
although the localization vanishes in the thermodynamic
(N ! 1) limit. We emphasize that unlike usual mech-
anisms for localization, which rely on the existence of
localized eigenstates [21, 82, 83], the phenomenon here
is quasi-localization from thermalization, which is a con-
sequence of ergodicity, albeit ergodicity within a con-
strained Krylov subspace.

VIII. CONNECTIONS WITH BLOCH MBL

Having established some consequences of Krylov frac-
ture, we now discuss the relationship between our model
and the Bloch (or Stark) MBL problem [84, 85]. The lat-
ter is an interacting extension of the well-known single
particle Wannier-Stark localization [94], with the Hamil-
tonian given by

HBloch = t

L�1X

j=1

⇣
c†
jcj+1 + h.c.

⌘
+ E

LX

j=1

j n̂j

+ V0

LX

j=1

wj n̂j + V1

L�1X

j=1

n̂j n̂j+1, (54)

where n̂j = c†
jcj is the fermionic number operator, t is the

hopping strength, wj is an on-site disorder (wj random)
or curvature (wj ⇠ j2) whose strength is set by V0, and
V1 is the nearest-neighbour repulsion strength. Here, the

12P.Sala, T.Rakovszky, R.Verresen, M.Knap, F.Pollmann (2019)
13V.Khemani, M.Hermele, R.Nandkishore (2019)
14SM, A.Prem, R.Nandkishore, N.Regnault, B.A.Bernevig (2019)
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Dynamically Disconnected Subspaces

These phenomena of weak ergodicity breaking are essentially the
existence of unexpected “dynamically disconnected subspaces” in the
Hilbert space

…

Thermal

QMBS

Basis? Product state basis =⇒ “classical” phenomenon (most of the
fragmentation literature)

Dynamically disconnected subspaces always exist in the presence of
symmetries (usual quantum number sectors)

How do these sectors differ from symmetry sectors?
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Symmetries in Quantum Many-Body Systems

Conventional symmetries: usually on-site unitary representations of a
group G

Û(g) = û(g)⊗û(g)⊗· · ·⊗û(g), e.g. û(g) =





e iαZ if G = U(1)

e iα⃗·σ⃗ if G = SU(2)

.

Conserved quantities are typically sums of local operators, e.g. total
charge, number of domain walls, etc.

Issue: These conserved quantities do not explain dynamically
disconnected subspaces in QMBS or fragmentation

Allow arbitrary commuting operators to be conserved quantities =⇒
every finite-dimensional Hamiltonian is fragmented?!

[H, |En⟩ ⟨En|] = 0 =⇒ exponentially many conserved quantities

What is an appropriate definition of a conserved quantity?15

15Similar problems exist in defining integrability in finite-dimensional systems: E.A.Yuzbashyan, B.S.Shastry (2013)
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Commutant algebras

Key observation: Same fragmentation structure appears for entire
classes of Hamiltonians {∑j Jjhj ,j+1}
Natural to look for operators that commute with this entire family.

[Ô,
∑

j

Jjhj ,j+1] = 0 ∀{Jj}.

Commutant Algebra C: algebra of operators Ô (not necessarily local)
such that [hj ,j+1, Ô] = 0 ∀j

Ô1 ∈ C, Ô2 ∈ C =⇒
{

α1Ô1 + α2Ô2 ∈ C for any α1, α2 ∈ C
Ô1Ô2, Ô2Ô1 ∈ C

,

C commutes with the full “bond algebra” A generated by {hj ,j+1}
(A = ⟨⟨{hj ,j+1}⟩⟩).
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Commutant Algebras

A and C are unital †-closed (von
Neumann) algebras

They are centralizers of each
other in the algebra of all
operators on H (Double
commutant theorem)

𝒵𝒜 𝒞

ℬ(ℋ)

Representation theory: There exists a basis in which operators ĥA ∈ A
and ĥC ∈ C have the matrix representations

ĥA =
⊕

λ

(MDλ
⊗ 1dλ), ĥC =

⊕

λ

(1Dλ
⊗ Ndλ)

{Dλ} and {dλ}: dimensions of irreducible representations of A and C.
Alternately: Basis in which all elements of A are maximally block
diagonal
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Dynamically Disconnected Subspaces

Hamiltonian H in A, block
diagonal form defines
dynamically disconnected
subspaces.

For each λ: dλ number of
degenerate Dλ-dimensional
Krylov subspaces.

Number of Krylov subspaces
K =

∑
λ dλ, bounded using

dim(C) = ∑
λ d

2
λ

1

2
log(dim(C)) ≤ logK ≤ log(dim(C))

…

…

…

…

log(dim (C)) Example
∼ O(1) Discrete Global Symmetry
∼ log L Continuous Global Symmetry
∼ L Fragmentation
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Simple Examples: Abelian C
Abelian C =⇒ dλ = 1, K = dim(C)
Generic Hamiltonians

∑
j Jjhj ,j+1 with no symmetries

[hj ,j+1, Ô] = 0 =⇒ C = {1}, K = dim(C) = 1.

Example: Ising models H =
∑L

j=1 [JjXjXj+1 + hjZj ], solve for

[XjXj+1, Ô] = 0 and [Zj , Ô] = 0

C = span{1,
∏

j

Zj} = C[Z2], K = dim(C) = 2.

Example: Spin-12 XX models H =
∑L

j=1 [Jj(XjXj+1 + YjYj+1) + hjZj ],

solve for [XjXj+1 + YjYj+1, Ô] = 0 and [Zj , Ô] = 0

C = ⟨⟨Ẑ ⟩⟩ = span{1, Ẑ , (Ẑ )2, · · · , (Ẑ )L}, K = dim(C) = L+ 1

Ẑ =
∑

j Zj
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Simple Examples: Non-Abelian C

Example: spin-12 Heisenberg model

H =
∑

j Jj S⃗j · S⃗j+1, A = ⟨⟨S⃗j · S⃗j+1⟩⟩ = C[SL]

[S⃗j · S⃗j+1, X̂ ] = 0, [S⃗j · S⃗j+1, Ŷ ] = 0, [S⃗j · S⃗j+1, Ẑ ] = 0 ∀ j
C = ⟨⟨X̂ , Ŷ , Ẑ ⟩⟩ = spanα,β,γ{(X̂ )α(Ŷ )β(Ẑ )γ} = U(su(2))

Block-diagonal form (Schur-Weyl duality):
0 ≤ λ ≤ L/2: S2 eigenvalues, dλ = 2λ+ 1: irreps of su(2)
Dλ: irreps of SL

Double Commutant Theorem: Any SU(2)-symmetric operator is
within the algebra A = ⟨⟨{S⃗j · S⃗j+1}⟩⟩.

In these simple cases, the full commutant is generated by “conventional”
conserved quantities, but not always the case

15SM, O. I. Motrunich (2021)
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“Classical” fragmentation: t − Jz model

Consider the t − Jz Hamiltonian: hopping with two species of particles
|↑ 0⟩ ↔ |0 ↑⟩, |↓ 0⟩ ↔ |0 ↓⟩

Ht−Jz ≡
∑
j
(−tj ,j+1

∑
σ∈{↑,↓}

(
c̃i ,σ c̃

†
j ,σ + h.c .

)
+ Jzj ,j+1S

z
i S

z
j )

c̃j ,σ ≡ cj ,σ

(
1− c†j ,−σcj ,−σ

)

Has two U(1) symmetries N↑ ≡∑
j N

↑
j and N↓ ≡∑

j N
↓
j

Full pattern of spins (↑ or ↓) preserved in one dimension with OBC

|0 ↑↓ 0 ↓↑ 0⟩ ←↛ |0 ↑↑ 0 ↓↓ 0⟩

Fragmentation in the product state basis, number of Krylov subspaces
K =

∑L
j=0 2

j = 2L+1 − 1.
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“Classical” fragmentation: t − Jz model

Local operators N↑
j and N↓

j satisfy the relations

[hj ,j+1,N
α
j + Nα

j+1] = 0, [hj ,j+1,N
α
j N

β
j+1] = 0, α, β ∈ {↑, ↓}

The full commutant algebra C can be explicitly constructed,
dim(C) = 2L+1 − 1 ∼ exp(L)

Nσ1σ2···σk =
∑

j1<j2<···<jk

Nσ1
j1
Nσ2
j2
· · ·Nσk

jk
, σj ∈ {↑, ↓}

Most of these are functionally independent from the conventional
conserved quantities N↑ and N↓ =⇒ new dynamically disconnected
subspaces

Similar construction works for dipole-conserving models, exact results
in some cases (e.g. dim(C) ∼ (1 +

√
2)L for range-3 spin-1 model)

Classical fragmentation: All operators in C are diagonal in the product
state basis
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“Quantum” fragmentation: Spin-1 biquadratic model

Disordered SU(3)-symmetric spin-1 “ferromagnetic” biquadratic model
H =

∑L
j=1 Jj(S⃗j · S⃗j+1)

2, ground state degeneracy grows exponentially
with L =⇒ hidden symmetries

Bond algebra A = ⟨⟨S⃗j · S⃗j+1⟩⟩ is the Temperley-Lieb Algebra

TLL(q = 3+
√
5

2 )

Commutant C can be explicitly constructed,16 not generated by local
operators, dim(C) ∼ exp(L)

[(S⃗j · S⃗j+1)
2, (Mα

β )j +(Mα
β )j+1] = 0, [(S⃗j · S⃗j+1)

2, (Mα
β )j(M

γ
δ )j+1] = 0,

Mα1α2···αk
β1β2···βk

=
∑

j1<j2<···<jk

(Mα1
β1
)j1(M

α2
β2
)j2 · · · (Mαk

βk
)jk .

Quantum fragmentation: Block-diagonal structure of the Hamiltonian
understood in the spin-1 singlet basis, not the product state basis

16N. Read, H. Saleur (2007)
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“Quantum” fragmentation: Spin-1 biquadratic model

Non-abelian C leads to large
degeneracies in the spectrum

Violates conventional ETH if
only the SU(3) symmetry is
resolved

0 2 4 6 8 10 12 14 16
Energy

100

101

102

103

104

De
ge

ne
ra

cy

Hamiltonian restricted to a Krylov subspace is the XXZ model with
SU(2)q symmetry

L−1∑

j=1

Jj

[
XjXj+1 + YjYj+1 +

q + q−1

2
ZjZj+1 +

q − q−1

4
(Zj − Zj+1)

]

Satisfies Krylov-Restricted ETH17 (equivalent to resolving non-local
conserved quantities)

17SM, A. Prem, R. Nandkishore, N. Regnault, B. A. Bernevig (2019)
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Application: Mazur bounds

Autocorrelation functions of local operators can be bounded using the
“conserved quantities” {Qα} of the system

lim
τ→∞

1

τ

∫ τ

0
dt ⟨A(t)A(0)⟩ ≥

∑

α

(A|Qα) (Qα|A)
(Qα|Qα)

, (A|B) := 1

D
Tr(A†B)

“Measure” of operator spreading, expected to decay to 0 as L→∞
(e.g., as ∼ 1/L for U(1)-symmetric systems)

Fragmentation associated with
anomalous saturation of
autocorrelation functions18

Puzzles resolved if all the
operators in the commutant are
incorporated in the Mazur
bound19

Ergodicity-breaking arising from Hilbert space fragmentation
in dipole-conserving Hamiltonians

Pablo Sala,1, 2, ⇤ Tibor Rakovszky,1, 2 Ruben Verresen,1, 3 Michael Knap,1, 2, 4 and Frank Pollmann1, 2

1Department of Physics, Technical University of Munich, 85748 Garching, Germany
2Munich Center for Quantum Science and Technology (MCQST), Schellingstr. 4, D-80799 München, Germany

3Max-Planck-Institute for the Physics of Complex Systems, 01187 Dresden, Germany
4Institute for Advanced Study, Technical University of Munich, 85748 Garching, Germany

(Dated: March 13, 2020)

We show that the combination of charge and dipole conservation—characteristic of fracton
systems—leads to an extensive fragmentation of the Hilbert space, which in turn can lead to a
breakdown of thermalization. As a concrete example, we investigate the out-of-equilibrium dy-
namics of one-dimensional spin-1 models that conserve charge (total Sz) and its associated dipole
moment. First, we consider a minimal model including only three-site terms and find that the
infinite temperature auto-correlation saturates to a finite value—showcasing non-thermal behavior.
The absence of thermalization is identified as a consequence of the strong fragmentation of the
Hilbert space into exponentially many invariant subspaces in the local Sz basis, arising from the
interplay of dipole conservation and local interactions. Second, we extend the model by including
four-site terms and find that this perturbation leads to a weak fragmentation: the system still has
exponentially many invariant subspaces, but they are no longer su�cient to avoid thermalization
for typical initial states. More generally, for any finite range of interactions, the system still ex-
hibits non-thermal eigenstates appearing throughout the entire spectrum. We compare our results
to charge and dipole moment conserving random unitary circuit models for which we reach identical
conclusions.

I. INTRODUCTION

Recent years have seen a great deal of e↵ort—both the-
oretical and experimental—to understand quantum ther-
malization: the question of how closed quantum systems,
evolving under unitary dynamics, reach a state of ther-
mal equilibrium [1–9]. Thermalization is believed to be
characterized in terms of the Eigenstate Thermalization
Hypothesis (ETH) [7, 10–12]. According to this, each
eigenstate of a thermalizing Hamiltonian essentially be-
haves like a thermal ensemble as far as expectation val-
ues of local observables are concerned. While no proof
of ETH exists, there are many cases where it has been
shown numerically that indeed all eigenstates satisfy this
hypothesis [7, 12, 13].

Given its supposed generality, there has been much
interest in systems that violate ETH. Two well-known
instances are integrable systems [14, 15] and the many-
body localized (MBL) phase [16–19], both of which avoid
ETH due to the existence of extensively many conserved
quantities [20–22]. These conservation laws lead to non-
ergodicity even at high energy densities. One important
question concerns whether behavior similar to MBL can
appear in systems without spatial disorder [23–30].

Another key question is about the possibility of sys-
tems that exhibit interesting intermediate behavior, nei-
ther localized, nor fully ergodic. In particular we can dis-
tinguish between strong and weak ETH: the former says
that all eigenstates in the bulk of the spectrum become

⇤ pablo.sala@tum.de

(b) (c)

(a)

FIG. 1. Thermalization and its absence in the auto-
correlation function. Panel (a) shows the auto-correlation
function Cz

0 (t) ⌘ hSz
0 (t)Sz

0 (0)i in the full Hilbert space at infi-
nite temperature for N = 13 (transparent curves) and N = 15
(opaque curves) spins. For Hamiltonian H3 in Eq. (1), Cz

0 (t)
saturates to a finite value at long times, closely matching the
lower bound in Eq. (4) (dashed line). The auto-correlation
function of the combined Hamiltonian H3 +H4 decays to zero
at long times. Panels (b) and (c) show the spatially resolved
correlator hSz

n(t)Sz
0 (0)i for H3 and H3 + H4 respectively.

thermal in the thermodynamic limit, while the latter al-
lows for the presence of outlying non-thermal states, as
long as their ratio is vanishingly small at any given en-
ergy [31–33]. It is important to stress that if only weak
ETH is satisfied, then we can always find initial condi-

ar
X

iv
:1

90
4.

04
26

6v
2 

 [c
on

d-
m

at
.st

r-
el

]  
12

 M
ar

 2
02

0

18P.Sala, T.Rakovszky, R.Verresen, M.Knap, F.Pollmann (2019)
19SM, O. I. Motrunich (2021)
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Summary

Commutant algebras natural language
for dynamically disconnected subspaces,
gives a concrete definition for
fragmentation dim(C) ∼ exp(L)

Conventional symmetries: C generated
by conventional conserved quantities,
dim(C) ∼ O(1) or dim(C) ∼ poly(L)

“Classical” fragmentation in the product
state basis v/s “Quantum”
fragmentation in an entangled basis

Systematic consideration explains
numerical observations of
autocorrelation functions/operator
spreading, leads to new Mazur bounds

Details in:
SM, O. I. Motrunich, arXiv: 2108.10324

𝒵𝒜 𝒞

ℬ(ℋ)
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